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A B S T R A C T

As the quality and quantity of open source code increase, effective and efficient search for code implementing certain semantics, or semantics-based code search, has become an emerging need for software developers to retrieve and reuse existing source code. Previous techniques in semantics-based code search encode the semantics of loop-free Java code snippets as constraints and utilize an SMT solver to find encoded snippets that match an input/output (IO) query. We present in this article the Quebio approach to semantics-based search for Java methods. Quebio advances the state-of-the-art by supporting important language features like invocation to library APIs and enabling the search to handle more data types like array/List, Set, and Map. Compared with existing approaches, Quebio also integrates a customized keyword-based search that uses as the input a textual, behavioral summary of the desired methods to quickly prune the methods to be checked against the IO examples. To evaluate the effectiveness and efficiency of Quebio, we constructed a repository of 14,792 methods from 723 open source Java projects hosted on GitHub and applied the approach to resolve 47 queries extracted from StackOverflow. Quebio was able to find methods correctly implementing the specified IO behaviors for 43 of the queries, significantly outperforming the existing semantics-based code search techniques. The average search time with Quebio was 213.2 seconds for each query.
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1. Introduction

As open source code getting more prevalent and more frequently used in constructing new software systems (Sim et al., 2011), searching for code that can be reused, with or without modifications, to solve the programming tasks at hand, i.e., code search, is becoming an increasingly important activity in software development. A recent case study shows that on average each developer conducts five search sessions with 12 total queries for source code every weekday (Sadowski et al., 2015).

To search for code, programmers can turn to general-purpose search engines like Google or source-code-hosting platforms like SourceForge and GitHub, which index source code and software projects based on their textual information or documentation to support keyword-based code search. Since no semantic information is taken into account when deciding whether a piece of code should be considered as a match during the search, keyword-based search often produces results that are irrelevant. To improve the search result quality, various semantics-based code search techniques have been developed in the past few years (Sadowski et al., 2015; McMillan et al., 2012; Reiss, 2008; Lemos et al., 2007; Bajracharya et al., 2006; Vinayakarao et al., 2017; Zhang et al., 2018; Lin et al., 2017; Li et al., 2016; Raghothaman et al., 2016; Kim et al., 2018; Su et al., 2016; Martie et al., 2017; Sheraman et al., 2019; Gu et al., 2018; Zhao and Huang, 2018; Nguyen et al., 2018), among which techniques for example-based code search have yielded promising results (McMillan et al., 2012; Stolee, 2013; Stolee et al., 2014; 2016). In example-based code search, a query typically contains a set of examples specifying the desired input/output (IO) behaviors of the target code. While such IO examples provide just incomplete functional specifications, they are lightweight—therefore easy to write and comprehend—and allow for partial matching of code. A piece of source code constitutes a match as long as it supports the specified IO behaviors, while how the code behaves beyond the examples is unimportant, which helps the search to focus on the core functionalities of code.
Satsy (Stoeele, 2013; Stoeele et al., 2014; 2016) is one of the state-of-the-art techniques for example-based code search. Code search using Satsy is conducted in two phases. During an offline encoding phase, Satsy gathers a collection of code snippets and encodes the semantics of each code snippet into a logical formula concerning its input and output variables. During an online search, Satsy binds concrete values from IO examples to compatible variables in each formula to construct a constraint, and checks the satisfiability of the constraint using a solver: the corresponding code snippet implements an IO behavior if the constraint is satisfiable, and the snippet is considered a match for the search if it implements all the IO behaviors specified in a query. Although Satsy has been applied to search for Java code in previous studies (Stoeele, 2013; Stoeele et al., 2014; 2016), its usefulness in daily code search activities is limited, as it handles only loop-free code snippets manipulating data of char, int, boolean, and String types.

In this paper, we propose a new approach, named Quebio, to example-based search for Java methods. Taken a group of IO examples as the input, Quebio searches for Java methods that implement the specified IO behaviors. Similar to Satsy, the application of Quebio also involves two phases: an offline symbolic encoding phase and an online method search phase. However, symbolic encoding in Quebio is able to support more language features like invocation to library APIs, which enables Quebio to handle more data types like array/List, Set, and Map during the search. Method search with Quebio also involves a customized keyword-based search to quickly prune the methods to be checked against the IO examples, if a textual summary of the expected method behaviors is provided as part of the query. The new features enable Quebio to be used in a wider range of scenarios and be more efficient.

To evaluate the effectiveness and efficiency of Quebio, we built a local repository of 14,792 methods from 723 open source projects hosted on GitHub, constructed 47 queries based on questions from StackOverflow, and applied the approach to resolve the queries. Quebio managed to find methods correctly implementing the specified IO behaviors for 43 of the queries, among which 27 are most likely beyond the capability of Satsy, and the average search time with Quebio was 213.2 seconds for each query. Such results suggest that Quebio significantly advances the state-of-the-art in semantics-based code search.

This work extends our previous research reported in Jiang et al. (2018). The main differences between this work and the previous one include the following. First, our previous technique applies a set of predefined program transformation rules to encode the semantics of a method. However, it supports only a very limited number of Java language features and often produces large formulas with many temporary variables. In this work, we employ a revised version of the Symbolic PathFinder (SPF) symbolic execution engine (Păsăreanu et al., 2008) to encode Java methods, which enables us to handle more language features and leads to formulas with reduced size and complexity. Second, to further improve the efficiency of the online method search, a customized keyword-based search is introduced to quickly filter out less relevant methods so that fewer methods have to be checked by the solver. Third, we conduct a more comprehensive study to evaluate the effectiveness and efficiency of Quebio.

The primary contributions of our work are as follows:

- An approach, named Quebio, to semantics-based search for Java method using IO examples; Compared with the state-of-the-art approach Satsy, Quebio supports more language features (like loops and invocations to library APIs) and more data types (like array/List, Set, and Map), leading to improved applicability of the approach, and it employs a customized keyword-based search to quickly filter out methods that are less likely matches of the query under question, leading to improved search efficiency.
- An implementation of the approach that supports automated encoding of Java methods and efficient search for methods with expected IO behaviors;
- A large-scale evaluation of the approach based on 14,792 Java methods from real-world projects and 47 queries extracted from Stack_overflow. Quebio was able to find correct methods for 43 queries, with search time for each query averaging to 213.2 seconds.

The rest of the paper is organized as follows. Section 2 uses an example to illustrate how Quebio can be used to effectively find Java methods of interest. Section 3 gives an overview of the Quebio approach and explains how it works in detail. Section 4 reports on the empirical experiments we conduct to evaluate Quebio and the corresponding results. Section 5 reviews recent works related to Quebio and Section 6 concludes the paper.

2. An illustrative example

In this section, we use an example to demonstrate from a user’s perspective how the Quebio approach can be used to find Java methods that implement behaviors specified in IO examples.

To sort a given array of integer values in increasing order is a simple, yet common, task in software development. While the Java language already provides an efficient API (namely Arrays.sort()) to do the sorting, programmers from different backgrounds still frequently ask questions about how to implement it. In fact, a question about “sort an array in Java” was posted in 2012 on StackOverflow—a popular Q&A website for programmers—and 15 answers were provided by the community to the question, and the thread has been viewed more than 700K times ever since.

The task can be partially specified using the straightforward IO examples listed in Table 1. Using the examples and an optional list of keywords “int array sort” as the input, Quebio was able to successfully find in about 12 minutes a list of 560 Java methods that at least support some of the specified IO behaviors, and the first of the returned methods actually correctly implements the desired functionality.

Fig. 1 shows a method named insertion from the search results. The method takes an array as the input, implements insertion sort to rearrange the elements in the input array in the expected order, and returns the sorted array upon completion.

```
1  int[] insertion(int[] array){
2       int n = array.length;
3       for (int j = 1; j < n; j++) {
4           int key = array[j];
5           int i = j - 1;
6           while (i >= 0 && array[i] > key) {
7               array[i + 1] = array[i];
8               i--;
9           }
10       array[i + 1] = key;
11   }
12   return array;
13 }
```

Fig. 1. A Java method insertion sort to rearrange the elements in an integer array in increasing order. The method is returned by Quebio as a match when IO examples from Table 1 are used for the query.

2 Query Q4 in Table 3.
Method insertion supports all the behaviors specified by the examples listed in Table 1. Particularly, IO examples E1, E2, and E3 are handled by the method along paths $p_1 = (2, 3, 12)$, $p_2 = (2, 3, 4, 5, 6, 10, 3, 12)$, and $p_3 = (2, 3, 4, 5, 6, 7, 8, 6, 10, 3, 12)$, respectively, where each execution path of the method is denoted using a sequence of line numbers.

Two things are particularly worth noting about the example. First, the implementation of method insertion involves nested loops, object member access, and array element access\(^3\), none of which is supported by existing techniques in semantics-based code search like Satsy. Second, 6,202 methods were found with signatures compatible with the specified IO examples in this search. If all of them are to be examined by the SMT solver, Quebio can only check less than 3% of the methods in 20 minutes. Thanks to the customized keyword-based search, Quebio only needs to check 705 methods that are the most likely matches using a solver and it successfully finishes the search within less than 12 minutes.

3. The Quebio technique

In this section, we will explain how Quebio finds methods implementing certain desired functionality based on a group of IO examples and an optional list of keywords.

3.1. Overview

Fig. 2 shows an overview of Quebio. There are two phases in applying Quebio to do a code search. During offline symbolic encoding, Quebio takes a collection of Java methods and the specifications of a set of library APIs as the input, and constructs a logical formula to encode the semantics of each possible execution path of each method (Section 3.2). The methods and their corresponding logical formulas are stored in a repository, which will serve as the method pool during the online search phase. Online method search is driven by a group of IO examples specifying the expected IO behaviors of interested methods and an optional list of keywords summarizing the semantics of those methods. During the search, Quebio first gathers methods with signatures compatible with the types of values in the given IO examples from the pool, and then conducts a customized keyword-based search to quickly narrow down the set of possible matches (Section 3.3). Methods returned by the keyword-based search from the repository are then checked against each IO example from the query to decide how likely the expected IO behaviors are supported by each method. Only methods with their likelihood of supporting all the specified behaviors above a threshold are reported to the user (Section 3.4). The rest of this section elaborates on the steps in each phase.

3.2. Symbolic encoding

This section describes Quebio’s symbolic-execution-based approach to encoding the semantics of Java methods.

In our previous work (Jiang et al., 2018), we proposed a program-transformation-based approach to the symbolic encoding of Java methods. In that approach, we build the control-flow graph (CFG) of a method, extract execution paths from the CFG, encode each path into 3-address intermediate representation, and finally translate the path into a logical formula using syntax-directed translation (Aho et al., 2006). The approach, however, tends to produce formulas with a large number of temporary symbols and redundant assertions, leading to longer processing time during offline symbolic encoding as well as longer running time and higher failure rate during constraint solving of the online method search.

We therefore design Quebio to integrate the SPF symbolic execution engine (Păsăreanu et al., 2008) for the symbolic encoding of Java methods in this work.

A symbolic-execution (Clarke, 1976) engine generates and explores execution paths of a given program in a symbolic way. Along each path, the engine computes the values of program variables as expressions on the symbolic values of the inputs and gathers conditions under which the path will actually be executed: the expressions and conditions can be combined into a logical formula to capture the semantics of the program along the path. SPF builds on the top of the Java PathFinder (JPF) model checker. It introduces a customized bytecode instruction factory to replace the concrete ex-

\(^3\) Array element access is handled by Quebio in the same way as how method invocations are processed.
execution semantics of Java programs with symbolic execution, and it attaches a field attribute to each variable for storing the symbolic value of the variable. To collect the logical formulas for the paths of a method, Quebio monitors the execution of every return instruction in that method. If the instruction executes successfully, which means a feasible path is found, Quebio takes the path condition from the current execution context and conjuncts it with the expressions for the symbolic values of the method’s output parameters as well as return values to get the formula encoding the semantics of the path.

A generic symbolic execution engine, however, is insufficient for the symbolic-encoding of methods in the context of example-based code search for two main reasons, both having to do with how calls to library APIs are handled during symbolic execution. First, some library method implementations mix code in Java and other programming languages like C, C++, and Assembly, while adding support for the symbolic execution of those code to an existing generic Java symbolic-execution engine can be extremely challenging. Second, the implementation of certain library APIs can be long and highly complex. Relying only on symbolic execution to discover the semantics of such APIs will most likely result in symbolic expressions and path conditions that are beyond the processing power of existing decision procedures. As a tradeoff between usability and applicability, we design Quebio to make use of existing specifications for library APIs during symbolic encoding. In particular, when encountering an invocation to a library API with specification, Quebio will treat the invocation as a blackbox and instantiate the corresponding specification based on the actual parameters used, instead of analyzing the API method implementation to derive the semantics of the invocation.

Next, we explain how we specify library APIs and how we revise SPR to utilize the specifications in symbolic encoding. While using SPR for encoding the semantics of code snippets is not new (Stolee et al., 2016), we extend the existing work to support also the invocation of library APIs, enabling symbolic encoding to handle a wider range of Java code.

3.2.1 Specifications of library APIs

In this section, we describe how we specify the semantics of library APIs to be used in symbolic encoding. Given an API method $m$ with $n$ ($0 \leq n$) parameters, we manually craft a formula $\mathcal{F}_m$ that reflects the pre- and post-conditions of $m$ as described in the associated documents. In the formula, we use $p_1$ and $p_i^{**}$ to denote the value of the $i$-th parameter of $m$ ($0 \leq i < n$) at method entry and exit, respectively, and use $r$ to denote the return value of $m$, if any. Note that, if $m$ is an instance method, $p_0$ is the receiver object (denoted using this in Java) upon which $m$ is invoked. Also note that, Quebio handles both array element access and query of String length in the same way as it processes method invocations.

For example, Fig. 3 gives the documentation and the specification, in the input format for the Z3 SMT solver (de Moura and Bjørner, 2008), of method add from class java.util.ArrayList. In the example, an ArrayList is modelled as a Z3 sequence, seq,len, seq.extract, seq.unit, and seq++ are Z3 operations to get the size of a sequence, to retrieve a sub-sequence, to construct a sequence with a single element, and to get the concatenation of a list of sequences, respectively, and $t_1$ is temporary variables introduced to facilitate the reference to various aspects of the parameters and the results of applying those operations $(1 \leq j \leq 4)$. Note that, since the method modifies only the receiver object $p_0$, but not the other two parameters $p_1$ or $p_2$, and it returns no value, neither of $p_1^*$, $p_2^*$, or $r$ appears in the specification. Here the formula specifies that, if the first parameter is a valid index for the receiver list, the method will insert the second parameter into the list at the position indicated by the first parameter, which is exactly what the method should do according to its documentation.

3.2.2 Invoke instructions

To enable the incorporation of API method specifications into the logical formulas that encode the semantics of Java methods, we modify the interpretation of method invocation instructions, namely invokevirtual, invokevirtual, invokespecial, and invokeinterface, in SPF. The new interpretation can be described using the algorithm shown in Fig. 4.

Upon the invocation to a library method in symbolic encoding, Quebio first gets the current path condition $p_c$ (Line 4) and the method $m_i$ to invoke (Line 5) from the execution context. If the specification of $m_i$ is available (Line 6), Quebio updates the symbolic state of the program and the current path condition accordingly based on the specification (Lines 7–26). Particularly, it first gets the specification of $m_i$ (Line 7) gathers the symbolic values of the parameters to be used to invoke $m_i$ (Lines 9–11), and creates new symbolic variables to denote the values of parameters, on which method $m_i$ has side-effect after the invocation (Lines 14–16). The symbolic values of the parameters before and after the invocation as well as that for the method return value (created on Line 19, if necessary) are then used to instantiate the specification of $m_i$ and the instantiation result is conjuncted with the current path condition to produce the updated condition (Line 20). Afterwards, Quebio suspends the symbolic execution of SPF (Line 22) and installs a callback method to be invoked when method $m_i$ returns (Line 23). The callback resumes symbolic execution (Line 24) and sets _result as the attribute of $m_i$‘s return value (Line 25), if applicable. Whether a specification is available for $m_i$ or not, SPF next invokes the method concretely as usual.

For example, an array object is modeled in Quebio as an ArrayList object, the field length of an array object is modeled as the size method that can be called on ArrayList objects, and the semantics of the method in SMT is specified as $(= r (\text{seq.length (element p0))))$, where $r$ denotes the return value of the method and $p_0$ denotes the receiver object array. Given such a specification, symbolic execution of the statement on Line 2 of Fig. 1 will lead to 1) a clause $(= \text{length.1.INT (seq.length (element a_1.ARRAY)))}$ being conjuncted to the current path condition and 2) the symbolic value of $n$ being set to length.1.INT. In the clause, length.1.INT and a_1.ARRAY are the new symbolic variables generated by Que-
bio for the return value and the single parameter of the method invocation, respectively. Here, the name of each symbolic variable contains the name of its corresponding program variable, a unique version number, and its type name, concatenated using underscores.

3.3. Keyword-based search

Quebio looks for methods of interest in two steps: a customized keyword-based search and an example-based method matching. If the query contains a list of keywords, Quebio first calculates a textual similarity between the keywords and the summary of each method from the pool. Next, only methods with positive textual similarity will go through the second step and have their constructed logical formulas checked against the IO examples for possible matches. In such a design, the customized keyword-based search is employed to quickly narrow down the set of possible matches, so that the more memory- and computation-intensive example-based method matching only needs to be applied to a smaller amount of methods, leading to improved search efficiency.

To support this keyword-based search, during the offline encoding process, Quebio produces a natural language description for each method by 1) treating the source code of m as a piece of text, 2) removing Java keywords from that text while preserving m's name as well as its variable names and types, 3) replacing the name of each method invoked by m with the summary of that method extracted from the Java documentation, and 4) removing stop-words like “to” and “the” from the text. Based on the description, Quebio generates a summary for the method. Specifically, it calculates the TF-IDF (Jones, 1972) of the words appearing in the description, sorts the words in decreasing order of frequency, and selects the 5 most frequent words as the summary of the method.

During keyword-based search, Quebio calculates the cosine similarity (Han et al., 2011) between the query keywords and the method summary. Only methods with positive similarity values will be used as candidates in the following step of example-based method matching.

3.4. Example-based method matching

During example-based method matching, Quebio computes a matching index for each method survived the keyword-based search to indicate how likely the method’s behaviors comply with the IO examples: the greater the matching index, the more likely the method supports the specified IO behaviors.

In this step, we model a method M as a triple \((\tilde{I}, \tilde{O}, \tilde{P})\), where \(\tilde{I}\) is the list of M's input variables, \(\tilde{O}\) the list of M's output variables, and \(\tilde{P}\) the list of paths extracted from M via symbolic encoding (Section 3.2). An IO example is modelled as a pair \((\tilde{\sigma}, \tilde{\omega})\), where \(\tilde{\sigma}\) is the list of input values and \(\tilde{\omega}\) is the list of output values. Given a variable or a value v, function \(\tau\) maps v to its type. Note that function \(\tau\) can be extended in a natural way so that it works also on a list of variables or values. Function \(\zeta\) maps a path \(p \in \tilde{P}\) to the formula constructed for p. Given a method M = \((\tilde{I}, \tilde{O}, \tilde{P})\) and an IO example \((\tilde{\sigma}, \tilde{\omega})\), we use functions \(\alpha\) and \(\beta\) to bind values from \(\tilde{\sigma}\) and \(\tilde{\omega}\) to variables from \(\tilde{I}\) and \(\tilde{O}\), respectively, when their types match. In other words, we require \(\tau(\tilde{\sigma}) = \tau(\alpha(\tilde{\sigma}))\) and \(\tau(\tilde{\omega}) = \tau(\beta(\tilde{\omega}))\).

Next, we first explain, given a specific pair of binding functions \(\alpha\) and \(\beta\), how Quebio decides whether an IO behavior is supported by method M, then describe how the decisions based on different pairs of binding functions are summarized to produce the matching index for M.

Fig. 4. Interpretation of the invoke instruction family. Invocations to instructions like invokevirtual, invokestatic, invokespecial, and invokevirtual are interpreted in similar ways.
3.4.1. Method matching based on given binding functions

Once binding functions $\alpha$ and $\beta$ are fixed, the question of whether the IO example $(\tilde{\sigma}, \omega)$ specifies a feasible behavior of method $M$ equates to whether formula

$$\exists p \in \tilde{P} : \zeta(p)[\alpha(\tilde{\sigma}), \tilde{\omega}/\beta(\omega)]$$

(1)

is satisfiable or not [Jha et al., 2010; Polozov and Gulwani, 2015], where $\zeta(p)[\alpha(\tilde{\sigma}), \tilde{\omega}/\beta(\omega)]$ represents the result of replacing formal parameters $\alpha(\tilde{\sigma})$ and $\beta(\omega)$ in $\zeta(p)$ with concrete values $\tilde{\sigma}$ and $\tilde{\omega}$ from IO examples, respectively. Quebio follows Procedure 1 to decide on that. In particular, Quebio constructs two constraints for each extracted path $p$ of $M$ (Line 1): $\text{preCond}$ is constructed by only binding each value from $\tilde{\sigma}$ to its corresponding variable from $\alpha(\tilde{\sigma})$ in $\zeta(p)$ (Line 2), which captures whether $\tilde{\sigma}$ constitutes an acceptable input for $M$ along path $p$; $\text{prepostCond}$ is constructed by further binding each value from $\tilde{\omega}$ to its corresponding variable from $\beta(\omega)$ (Line 3), which captures not only whether $\tilde{\sigma}$ constitutes an acceptable input for $M$ along path $p$, but also whether the execution of $M$ along path $p$ produces the expected output values. The procedure returns “sat” if $\text{prepostCond}$ is indeed satisfiable (Lines 4–6). Otherwise, if all the input variables of $M$ have been assigned values $(|\tilde{P}| = |\tilde{\sigma}|)$, Line 7 and method $M$ will execute along path $p$ upon input variables $\tilde{\sigma}$ ($\text{solve(preCond)} = \text{"sat"}$, Line 7), whether $\text{prepostCond}$ is satisfiable determines whether the IO example is supported by $M$ along path $p$ (Line 8). If no path from $\tilde{P}$ can conclusively decide whether the IO example is supported or not, the procedure returns “unknown”. In general, Procedure 1 may return “unknown” for two reasons: First, the actual execution path for handling the example input may not be included in $\tilde{P}$; Second, while the actual execution path is included in $\tilde{P}$, the SMT solver employed is not able to determine, within the given time budget, whether the specified IO behavior is feasible for the path or not.

Consider IO example E3 for method insertion from Section 2. When both the input array [2,1] and the output array [1,2] are bound to parameter array, constraint preCond that Quebio constructs for path $p$ is the conjunction of $p$’s path condition and formula “(element array_1.ARRAY) (seq.++ (seq.unit 2) (seq.unit 1))”, while constraint prepostCond constructed for the same path is the conjunction of preCond and formula “(element array_1.ARRAY) (seq.++ (seq.unit 2) (seq.unit 2))”, where array_1.ARRAY and array_2.ARRAY are the symbolic variables introduced during symbolic encoding to represent the values of parameter array. Since prepostCond is satisfiable, Procedure 1 will return “sat”.

3.4.2. Calculation of matching index

The matching index between method $M$ and a group of IO examples summarizes the path matching results derived from different binding relations between method parameters and the values in provided IO examples. Procedure 2 describes how Quebio calculates the summary. For each valid pair of functions $(\alpha, \beta)$ that binds concrete IO values to method parameters (Line 2), Quebio first calculates the numbers of paths of $M$ that support some IO example $(\tilde{\sigma}_i, \omega_i)$ that does not support any IO example $(\tilde{\sigma}_n, \omega_n)$, and that we do not know whether they support any IO example or not $(\tilde{\sigma}_n, \omega_n)$ (Lines 4–10). Then, if there is at least one IO example is supported (Line 11), Quebio calculates a matching index between $M$ and the IO examples w.r.t. the current binding functions $\alpha$ and $\beta$ (Line 12). The overall matching index between method $M$ and a group of IO examples is defined as the largest matching index observed across all $(\alpha, \beta)$ pairs (Line 13). Methods with matching indexes greater than a threshold value (0.5 by default) are reported to users in decreasing order of their matching index values. Methods with matching indexes smaller than the threshold are discarded.

Procedure 2 matchingIndex.

Input: Method $M = (\tilde{I}, \tilde{O}, \tilde{P})$, IO Examples $\{(\tilde{\sigma}_i, \omega_i)\}_{i=1}^m$

Output: Matching index between $M$ and the examples

1: index ← 0
2: for each pair $(\alpha, \beta)$ of functions binding $\tilde{\sigma}$ and $\omega$ to $\tilde{I}$ and $\tilde{O}$ do
3: if preCond and unsat then $\text{N}_{\text{sat}} ← 0$, $\text{N}_{\text{unsat}} ← 0$, $\text{N}_{\text{unk}} ← 0$
4: for each $(\tilde{\sigma}_i, \omega_i)$ do
5: state ← $\text{matchMatching}(M, (\tilde{\sigma}_i, \tilde{\omega}_i), \alpha, \beta)$
6: if state = "sat" then $\text{N}_{\text{sat}}++$
7: else if state = "unsat" then $\text{N}_{\text{unsat}}++$
8: else $\text{N}_{\text{unk}}++$
9: end if
10: end for
11: if $\text{N}_{\text{sat}} \neq 0$ then
12: $\text{curIndex} ← (\text{N}_{\text{sat}} + 0.5 \text{N}_{\text{unk}})/(\text{N}_{\text{sat}} + \text{N}_{\text{unsat}} + \text{N}_{\text{unk}})$
13: index ← max(index, curIndex)
14: end if
15: end for
16: return index

3.5. Implementation

We have developed the Quebio approach into a tool, also named Quebio. Internally, Quebio encodes the semantics of discovered paths from a method in the Z3 input format Z3G, which extends the SMT-LIB2 standard [Barrett et al., 2017], and it invokes the Z3 SMT solver (de Moura and Bjørner, 2008) to determine whether a particular path supports an IO example. Based on our empirical experience, we set the timeout for each invocation to Z3 to 2 seconds, and treat all invocations not finished within that time limit as returning "unknown". To strike a good balance between effectiveness and efficiency, Quebio stops the encoding of a method if 50 different feasible paths have already been discovered or 5 minutes have passed.

We devised a simple domain specific language (DSL) to specify the IO examples as part of the input queries to Quebio. Table 2 lists the grammar of the language in the ANTLR 4 syntax. A query may contain one or more examples, and each example is a mapping from a group of input values to another group of output values. For simplicity reasons, the types of values are directly inferred from the syntax of the values. The DSL currently supports 7 kinds of data types, including int, float, boolean, String, array/List, Set,
and Map. For instance, \([3, 4, 2] \rightarrow [2, 3, 4], [7, 6] \rightarrow [6, 7]\) specifies two more IO examples that can be used as the input to resolve the query described in Section 2 with Quebio.

In view that the tasks of checking whether a path supports an IO example are independent of each other, Quebio employs multiple (4 by default) threads to conduct such checks in parallel.

### 4. Evaluation

We design and conduct experiments to address the following research questions:

**RQ1:** How effective is Quebio in example-based code search?

**RQ2:** How efficient is Quebio in example-based code search?

**RQ3:** How does the customized keyword-based search affect the effectiveness and efficiency of Quebio?

In RQ1 and RQ2, we evaluate the effectiveness and efficiency of Quebio from a user’s perspective. One key difference between Quebio and existing example-based code search techniques is in that Quebio conducts a tailored keyword-based search before launching the more precise, but also more expensive, semantics-based search. We therefore investigate in RQ3 the impact of that keyword-based search on the overall effectiveness and efficiency of Quebio.

### Table 3

<table>
<thead>
<tr>
<th>ID</th>
<th>DESCRIPTION</th>
<th>KEYWORD</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q1</td>
<td>Get the separate digits of an int number</td>
<td>separate digits number</td>
</tr>
<tr>
<td>Q2</td>
<td>Reverse an int value without using array</td>
<td>reverse int value</td>
</tr>
<tr>
<td>Q3</td>
<td>Concatenate int values</td>
<td>concatenate int value</td>
</tr>
<tr>
<td>Q4</td>
<td>Sort integers in increasing order</td>
<td>int array sort</td>
</tr>
<tr>
<td>Q5</td>
<td>Convert letters in a string to a number</td>
<td>convert string to int</td>
</tr>
<tr>
<td>Q6</td>
<td>Round a double to an integer</td>
<td>round double int</td>
</tr>
<tr>
<td>Q7</td>
<td>Divide two integers to produce a double</td>
<td>divide integer</td>
</tr>
<tr>
<td>Q8</td>
<td>Round a double to 2 decimal places</td>
<td>round double places</td>
</tr>
<tr>
<td>Q9</td>
<td>Check if an int is prime more efficiently</td>
<td>check int prime</td>
</tr>
<tr>
<td>Q10</td>
<td>Pad an integer with zeros on the left</td>
<td>pad integer</td>
</tr>
<tr>
<td>Q11</td>
<td>Convert a String to an int</td>
<td>convert string to int</td>
</tr>
<tr>
<td>Q12</td>
<td>Check if a String is numeric</td>
<td>string numeric</td>
</tr>
<tr>
<td>Q13</td>
<td>Count the occurrence of a char in a String</td>
<td>count char in string</td>
</tr>
<tr>
<td>Q14</td>
<td>Reverse a String</td>
<td>string reverse</td>
</tr>
<tr>
<td>Q15</td>
<td>Check whether a String is not null and empty</td>
<td>string null empty</td>
</tr>
<tr>
<td>Q16</td>
<td>Check String for palindrome</td>
<td>string palindrome</td>
</tr>
<tr>
<td>Q17</td>
<td>Concatenate two strings</td>
<td>string concatenate</td>
</tr>
<tr>
<td>Q18</td>
<td>Evaluate a math expression in String form</td>
<td>string evaluate</td>
</tr>
<tr>
<td>Q19</td>
<td>Convert an ArrayList to a String</td>
<td>convert list to string</td>
</tr>
<tr>
<td>Q20</td>
<td>Remove the last character from a String</td>
<td>string remove last</td>
</tr>
<tr>
<td>Q21</td>
<td>Test if an array contains a given value</td>
<td>array contain</td>
</tr>
<tr>
<td>Q22</td>
<td>Concatenate two arrays</td>
<td>array concatenate</td>
</tr>
<tr>
<td>Q23</td>
<td>Reverse an int array</td>
<td>array reverse</td>
</tr>
<tr>
<td>Q24</td>
<td>Remove objects from an array</td>
<td>array remove</td>
</tr>
<tr>
<td>Q25</td>
<td>Add new elements to an array</td>
<td>array add</td>
</tr>
<tr>
<td>Q26</td>
<td>Find the max value in an array of primitives</td>
<td>array max</td>
</tr>
<tr>
<td>Q27</td>
<td>Find the min value in an array of primitives</td>
<td>array min</td>
</tr>
<tr>
<td>Q28</td>
<td>Find the index of maximum from slice of an array</td>
<td>array max index</td>
</tr>
<tr>
<td>Q29</td>
<td>Sort an array</td>
<td>array sort</td>
</tr>
<tr>
<td>Q30</td>
<td>Find duplicates in an Array</td>
<td>array find duplicate</td>
</tr>
<tr>
<td>Q31</td>
<td>Sort an Array in decreasing order</td>
<td>array sort descending</td>
</tr>
<tr>
<td>Q32</td>
<td>Find the index of an element in an array</td>
<td>array find index</td>
</tr>
<tr>
<td>Q33</td>
<td>Remove repeated elements from ArrayList</td>
<td>array remove repeated</td>
</tr>
<tr>
<td>Q34</td>
<td>Intersect ArrayLists</td>
<td>ArrayList intersection</td>
</tr>
<tr>
<td>Q35</td>
<td>Union of ArrayLists</td>
<td>ArrayList union</td>
</tr>
<tr>
<td>Q36</td>
<td>Check if one string contains another, case insensitive</td>
<td>check string contain another</td>
</tr>
<tr>
<td>Q37</td>
<td>Capitalize the first letter of a string</td>
<td>capitalize first letter</td>
</tr>
<tr>
<td>Q38</td>
<td>Determine if a number is positive</td>
<td>determine number positive</td>
</tr>
<tr>
<td>Q39</td>
<td>Trim the file extension from a file name</td>
<td>trim file extension name</td>
</tr>
<tr>
<td>Q40</td>
<td>Turn a string into a char</td>
<td>turn string to char character</td>
</tr>
<tr>
<td>Q41</td>
<td>Check if one string is a rotation of another</td>
<td>check string rotation another</td>
</tr>
<tr>
<td>Q42</td>
<td>Largest element in two array</td>
<td>largest common element array</td>
</tr>
<tr>
<td>Q43</td>
<td>Compare integer within a range</td>
<td>compare integer max range</td>
</tr>
<tr>
<td>Q44</td>
<td>Same numbers from two int arrays</td>
<td>common number two integer array</td>
</tr>
<tr>
<td>Q45</td>
<td>If the sum of any two elements equals another</td>
<td>check array sum two element</td>
</tr>
<tr>
<td>Q46</td>
<td>Search elements from a list</td>
<td>search ArrayList match element list</td>
</tr>
<tr>
<td>Q47</td>
<td>Remove values greater than 100</td>
<td>list integer remove number grater</td>
</tr>
</tbody>
</table>
4.1. Experimental subjects

We collect in total 47 queries from the popular Q&A website StackOverflow for programmers as our experimental subjects in three phases. Table 3 shows, for each of the 47 queries, its ID, a short description, and the list of keywords as part of the input to Quebio. In phase one, we review 1000 most frequently asked questions with tag java on StackOverflow and gather 35 queries (Q1–Q35) that 1) ask about the implementation of certain functionalities expressible using IO examples and 2) concern only data types supported by Quebio. In phase two, to facilitate our comparison between Quebio and Satsy (Stolee et al., 2016), we make sure all the 8 subject queries that were also extracted from StackOverflow and used in Stolee et al. (2016) are studied in our experiments. Since 2 of those 8 queries are already included in phase one (Q12 and Q20), we add the remaining 6 (Q36–Q41). In phase three, to make our selection of subject queries more representative of code search tasks programmers would perform in real-world scenarios, we construct more queries based on 6 questions selected from StackOverflow using the same two criteria as mentioned above but with few answers (Q42–Q47). For each query, we construct 5 IO examples to be used to drive the search with Quebio.

4.2. Measures

We distinguish two types of methods among those returned by Quebio: Methods that accept all the IO examples and have the matching index equal to 1 are called valid results, while methods that are manually confirmed to have indeed solved the underlying questions are called correct results. Moreover, we assume users are interested in finding any method that implements the expected behaviors correctly, and they will not check the remaining returned methods once a correct implementation is found. Correspondingly, we assess the effectiveness of Quebio on a particular query in terms of the following measures:

- #R: the number of methods returned;
- #V: the number of returned methods that are valid;
- #C: the number of returned methods that are correct;
- #Rk: the top rank of correct methods in the result list.

We record the following measures regarding the efficiency of Quebio during each query as well:

- #Mc: the number of methods from the pool with IO parameters that are compatible with the specified IO examples;
- #Ms: the number of methods that survived keyword-based search and therefore are to be examined by method matching;
- #Mf: the number of candidate methods actually examined by method matching within the given time limit;
- Tkb: the time used by Quebio on keyword-based search;
- Teb: the time used by Quebio on example-based method matching;
- T: the total time used by Quebio to produce the results;

where the compatibility between IO examples and method signatures can be checked instantly, we have T = Tkb + Teb.

All times are in seconds.

To facilitate the evaluation of the impact of the customized keyword-based search, we also count, for each query, 1) the number #Cu of correct methods that are only returned when keyword-based search is enabled or disabled, i.e., the number of returned correct methods that are unique in each case, and 2) the method survival rate in keyword-based search, which is calculated as the ratio of the number of methods surviving keyword-based search to the number of methods with compatible parameters, i.e., #Ms/#Mc.

### Table 4: Reasons why Quebio failed to encode some methods.

<table>
<thead>
<tr>
<th>Reason</th>
<th>#M</th>
<th>%M</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsupported data type</td>
<td>2,287</td>
<td>23</td>
</tr>
<tr>
<td>Unsupported library method</td>
<td>3,457</td>
<td>34</td>
</tr>
<tr>
<td>Z3 error</td>
<td>2,303</td>
<td>23</td>
</tr>
<tr>
<td>Timeout</td>
<td>134</td>
<td>1</td>
</tr>
<tr>
<td>Runtime exception</td>
<td>752</td>
<td>7</td>
</tr>
<tr>
<td>Others</td>
<td>1,173</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>10,106</td>
<td>100</td>
</tr>
</tbody>
</table>

Note that, when keyword-based search is disabled, the number of methods from the pool with IO parameters that are compatible with the specified IO examples will be the same as the number of methods that are to be examined by example-based method matching, i.e., #Mc = #Ms.

4.3. Construction of the method pool

We construct the pool of methods used in the experiments by gathering relevant methods from repositories of open source Java projects hosted on the GitHub software development platform. Due to the sheer number of such repositories, it is prohibitively expensive for us to download all of them blindly. We therefore rely on the search functionality provided by the GitHub platform to narrow down the repositories that may be relevant to the subject queries, and then only download the source code of those repositories. In particular, we first use the search tool provided by GitHub to look for relevant repositories based on the keywords from the queries, as shown in column keyword of Table 5. Then we gather for each query the first 5 repositories as well as the repositories containing the first 15 code snippets from the results. Next, to diversify the method pool, we search for repositories related with container types such as LinkedList, TreeSet, and HashMap. We collect totally 723 distinct Java repositories in this way.

We check out the latest revisions of all these repositories and gather in total 6,487,974 methods. From these methods, we select the ones that Quebio should be able to process as our subjects using the following criteria: (1) the method is not an abstract or native method; (2) the method concerns only primitive, String, and/or container data types like array, List, Set, and Map; (3) the method has at least one input and one output variable; (4) the method compiles successfully. We are left with 24,898 methods satisfying these criteria. We manage to encode 14,792 of them in 160 hours, producing logical formulas for 246,986 paths from those methods via symbolic execution. The box plot in Fig. 8 relates the number of paths extracted from a method and the time required to encode the method: each box at position X shows the distribution of the encoding time across all methods with X extracted paths. We can see from the figure that, as expected, the encoding time is proportional to the number of paths extracted from each method in general.

The reasons why the other 10,106 methods were not encoded into our local repository are grouped into 6 classes, which are shown in column reason of Table 4. Columns #M and %M of the table show the number and the percentage of methods that failed to be encoded for a particular reason: 2,287 methods involve variables of unsupported data types like multidimensional arrays and nested containers; 3,457 methods contain invocations to unsupported library methods, i.e., library methods with no logical formulas encoding their semantics; The encoding of 2,303 methods terminated prematurely due to Z3 errors raised during the resolution of path constraints. Such errors often occur when the method
has bit operations or the path constraint is incomplete; The encoding of 134 methods was not able to find any feasible path within the 5 minute time frame allocated for the task; 752 methods were not encoded because runtime exceptions like NullPointerException and ArrayIndexOutOfBoundsException were thrown by the Java PathFinder; Encoding of the others failed silently without generating any error message. Unsupported data type, unsupported library method, and complex constrains are the major reasons for failures in method encoding.

4.4. Experimental protocol

Each experiment then involves running Quebio, with or without enabling the customized keyword-based search, to look for interested methods.

To answer RQ1 and RQ2, we feed the IO examples and keywords of each query to Quebio to search for matching methods from the pool. Valid results can easily be identified by checking whether their matching index is equal to 1. To determine the correct methods in the results, two of the authors manually examine all the methods returned by Quebio. They first mark the methods that, they believe, implement the expected behaviors as correct independently, and then discuss each method where their independent marks differ. We conservatively only mark a method as correct if both authors reach a consensus on that in the end.

To answer RQ3, we run Quebio again on the same set of subject queries but with keyword-based search disabled—we refer to Quebio running in this mode as Quebio-. We compare the results produced by Quebio and Quebio- in terms of the measures described in Section 4.2.

All the experiments are conducted on a laptop computer with Intel Core i7-6700 CPU (3.4GHz) and 16G RAM running Ubuntu 16.04. The limit on the amount of time to spend on each experiment, whether keyword-based search is enabled or not, is set to 20 minutes, which is in alignment with the settings adopted in Stolee (2013).

4.5. Experimental results

We report on the experimental results and answer the research questions in this section.

4.5.1. RQ1: Effectiveness

Table 5 lists, in column Quebio, for each query the number of methods returned (#R), the number of returned methods that are valid (#V), the number of returned methods that are correct (#C), and the top rank of correct methods in the result list (Rk).

Quebio was able to return result methods for all queries but Q19, and it typically returns quite a few methods for each of those queries. Such results suggest that there do exist many methods in open source software repositories implementing functionalities similar to what programmers often ask about. Quebio found over 100 matching methods for queries like Q4 and Q23. One reason for so many result methods is that the desired functionality is often (re)implemented in various open source projects. For example, many methods in the repository sort elements in a list, therefore Quebio was able to find 560 likely methods for query Q4. Another reason is related to the fact that some of the IO examples used in the queries can often be interpreted in different ways, leading to partially matched methods in the results. For instance, the IO examples used to characterize query Q23 are ((11)->(11)), ((12)->[2,1]), ((111)->[111]), ((13,32)->[2,3,1]), ((1,3,2,4)->[4,2,3,1]), while an array copying method supports the first two examples and a sorting method supports the first three.

For 44 out of the 47 queries, the returned methods contained at least one valid method. Overall, the numbers of valid methods are considerably smaller than those of returned methods for most queries, which is as expected, since it is more difficult for methods to support all, rather than just some, of the IO examples. Quebio returned quite a number of valid methods for queries like Q2 because it allows the values of certain parameters of a method to be decided by the solver during matching, which significantly increases the chance for IO examples to be supported by method-
eds in unexpected ways. For example, (123→321) is an IO example we use for query Q2. However, a method "int add(int a, int b){return a+b;}" in our local repository will be returned as a valid match since, when we assign 123 to a, the solver can find a model where b has value 198 to satisfy a + b = 321. Such over-flexibility is intrinsic to example-based code search since no rules regarding how the input and output values should be used by the methods are imposed by the queries, but its negative impact can be partially relieved by the optional keyword-based search in Quebio: Although method add will be a valid match for query Q2, its similarity with the keywords of the query is low, therefore the method will rank lower than many other valid methods. In fact, the first valid method for query Q2 is named reverse in our experiments and it indeed correctly implements the functionality as expected by Query Q2. For a few queries, e.g., Q10, Q22, Q35, and Q40, almost all returned methods are valid. Consider query Q10 for example. The IO examples used for the query include (0.2→0.0), (12→01), (124→0012), (232→23), and (231→23). These examples are so representative and restrictive that most methods either accept or reject all of them, which explains why we only find one likely method that is also valid.

Quebio managed to return correct methods for 43 queries, and the total number of correct methods is much smaller than that of valid methods, indicating that IO examples are indeed weak specifications. A closer look at the search results reveal that 241 of the correct methods are also valid. This leaves us with 1,297 valid but incorrect methods, which we refer to as false-positives, and 98 correct but invalid methods, which we refer to as false-negatives. In general, both false-positives and false-negatives are inevitable with example-based code search: A valid method may be incorrect if it does not satisfy the intended specification for the query which the IO examples fail to convey; A correct method may have a matching index smaller than 1 if its path to support an IO example is not extracted during symbolic encoding or the constraint solver fails to confirm the satisfiability of that path within the given time or using the allocated resources. To reduce the number of false-
positives, we need to devise new, easy-to-use ways to provide auxiliary information to the search process to complement the weak specifications, or we may generate new inputs and outputs for the valid methods based on dynamic analysis and provide users with the extra behaviors to help them identify correct methods easier. To reduce the number of false-negatives, we may check the conformance between an IO example and a method actually running the method on the given input values and comparing the actual outputs with the expected ones.

The top-ranked correct methods appear in position 1 for 22 queries, between positions 2 and 10 for 11 queries, and after position 10 for another 10 queries, which suggests that the ranking mechanism in Quebio is overall effective.

Quebio found only valid methods but no correct methods for 4 queries. We manually crafted correct implementations for all those 4 methods, constructed logical formulas to encode 145 of their paths into the method pool using Quebio, and conducted the same search again. Quebio was able to find all the manually written methods and return them as valid matches for the queries. Such results suggest the previous failures were most likely due to a lack of correct matches in our local repository of methods, rather than Quebio’s inability to find such matches when they do exist.

Quebio returned 6,980 methods for 46 out of the 47 queries, among which 339 methods were correct implementations for 43 queries, averaging to 7.9 correct methods for each query.

4.5.2. RQ2: Efficiency

Table 5 also lists, in column Quebio, for each query the number of methods from the pool with IO parameters that are compatible with the specified IO examples (#Mc), the number of methods that survived keyword-based search and are to be examined by method matching (#Ms), the number of candidate methods actually examined by method matching within the given time limit (#Me), the total time in seconds used by Quebio to produce the results (T), and the breakdown of that to the time spent on keyword-based search (Tkb) and example-based method matching (Teb). In total, Quebio spent 100221.20 seconds to resolve all the 47 queries and return the 6,980 result methods and the 339 correct matches. On average, it took Quebio 213.2 seconds, 1.4 seconds, and 29.6 seconds to resolve a query, to produce a result method, and to return a correct implementation, respectively.

Fig. 6 shows the distribution of the total search time T for processing each query. A bar at x-coordinate a with height n indicates that, for n queries, the total search time was between a – 100 and a seconds. The distribution is clearly skewed to the left, indicating that the search time for most queries is limited. Particularly, only

less than 100 seconds were spent on the process of 29 queries, and the search time was less than 600 seconds, or 10 minutes, for 41 queries.

Compared with keyword-based search, example-based method matching took considerably more time. Particularly, keyword-based search took between 10 and 13 seconds to finish only on 6 queries, while in all the other 41 cases, the search finished within 10 seconds. In contrast, it took Quebio longer than 60 seconds to finish example-based method matching on 25 queries, and the time was even long than 600 seconds on 6 of the queries. In total, the time spent on keyword-based search accounts for less than 2.5% of the overall search time on all the queries, which suggests example-based method matching to be the main target when improving the efficiency of the search.

The scatter chart in Fig. 7 shows the relation between the number of methods examined in example-based method matching and the total time spent in each search. The figure suggests that the search time is in proportion to the number of methods examined, which suggests that a meaningful way to improve the efficiency of Quebio is to be more selective and apply the method matching step to a more restricted set of candidate methods. The optional keyword-based search step of Quebio was introduced exactly for this purpose, we study its impact on the effectiveness and efficiency of Quebio in RQ3.

Table 5 also lists for each query the same set of measures, except #Ms, for the effectiveness and efficiency of Quebio-. To facilitate the comparison between Quebio and Quebio-, the numbers of correct methods exclusively returned by Quebio in each mode (#Cu) are provided in the same table as well.

Compared with Quebio, Quebio- returned a similar number of result methods (6,463 vs. 6,980), which contain more methods that fully support the given IO examples (2,749 vs. 1,538) but considerably fewer methods that indeed correctly implement the desired functionalities (42 vs. 339). Particularly, we make the following three observations about the two modes. First, Quebio- was not able to return more correct methods than Quebio for any query: When Quebio was not able to return any correct method for a query, neither can Quebio-. Out of the 43 queries for which Quebio found correct methods, Quebio- found the same amount of correct methods for 10 queries, found some, but fewer, correct methods
for another 10 queries, and found no correct method for the remaining 23 queries. Second, when both Quebio and Quebio- are successful, i.e., both of them found at least one correct method, all the correct methods returned by Quebio- are also found by Quebio: Quebio- produced no unique correct method for any query (\#Cu is always 0 with Quebio-). Third, when both Quebio and Quebio- are successful, the top ranks of correct methods with Quebio were better, i.e., smaller, on all but 4 queries. Overall, the result quality of Quebio improves significantly when keyword-based search is performed before example-based method matching.

Keyword-based search also helps to improve the efficiency of method search. Fig. 8 depicts the distribution of the ratio between the total search time with Quebio and that with Quebio-. A bar at x-coordinate a with height n indicates that, for n queries, the ratio of the total search time with Quebio to that with Quebio- was between a – 0.1 and a. Again, the distribution is clearly skewed to the left, indicating that the search time with Quebio is only a small portion of that with Quebio- for most queries. For example, for 27 queries less than 10% of the time is needed when they are handled by Quebio rather than Quebio-, and for 41 queries less than half of the time is needed when Quebio rather than Quebio- is used to carry out the search. The total search time for the 47 queries with Quebio is merely 20% of that with Quebio-.

Quebio needs considerably shorter time to complete all the searches because keyword-based search can greatly reduce the number of methods to be examined during example-based method matching. Fig. 9 shows the distribution of the method survival rate (#Ms/#Mc) across all queries. A bar at x-coordinate a with height n indicates that, for n queries, the ratio of the number of methods surviving keyword-based search, and therefore need to be matched against the given 10 examples, to the number of methods with compatible parameters was between a – 0.1 and a. It turns out that keyword-based search was able to filter out more than half of the compatible methods for all queries but Q19, which naturally will lead to reduced search time.

On the other hand, without the filtering via keyword-based search, Quebio- has to check the semantics of each compatible method, which may not even be feasible when the time budget allocated for the search is limited. In fact, Quebio- was not able to check all the compatible methods when processing most, 38 to be precise, of the subject queries. Fig. 10 depicts the distribution of the examination rate (#Me/#Mc) across all queries in the experiments with Quebio. A bar at x-coordinate a with height n indicates that, for n queries, the ratio of the number of methods examined during example-based method matching to the number of methods with compatible parameters was between a – 0.1 and a. Quebio- only managed to examine less than 60% of all the compatible methods within 20 minutes for 34 queries, and the examination rate was even below 10% for 20 queries. The overall low examination rate with Quebio- explains why so many correct methods were missed when keyword-based search was disabled.

Compared with the case where keyword-based search is disabled, Quebio with keyword-based search finds 8 times more correct methods (339 vs. 42) and correct methods to 23 more queries, while using only 20% of the time.

4.6. Comparison with Satsy

For each of the eight queries used to evaluate Satsy (Stolee et al., 2016) and each of the three techniques, namely Quebio (Quebio), the round-robin mode of Satsy (Satsy RR), and the ranked mode of Satsy (Satsy Ranked), Table 6 lists the number of desirable results among the top 10 that get returned (D@10) and the top rank of the desirable results (Rk). All the measures of Satsy are from its previous evaluation as reported in Stolee et al. (2016), and they reflect the average situation across multiple attempts on the same query using various examples.
Note that a direct comparison between these values will be inappropriate, as the two sets of experiments apply different criteria to determine whether a result is desirable or not. On the one hand, authors of Stolee et al. (2016) were interested in returned code snippets that are useful for solving the corresponding question, while we are more concerned with returned methods that correctly implement the functionality specified by the 10 examples. On the other hand, it remains unknown to us what specific criteria were applied to decide the usefulness of code snippets, and it is also not clear how much effort would be needed to adjust the useful code snippets to suit a target programming task, while the correct methods returned by Quebio are most likely directly reusable. We therefore refrain from quantitatively comparing the effectiveness of Satsy and Quebio.

Qualitatively, both Quebio and Satsy can return useful results for the queries. Quebio was able to find correct implementations for 7 of the 8 queries, among which 6 queries have at least one correct method ranked among the top 10 results and 3 queries have multiple correct methods ranked among the top 10. Quebio found no matching method for query Q38, since comparing the number with zero using the greater-than operator is enough to “determine if a number is positive”, and it is unnecessary to be implemented as a method. Satsy was able to find useful code snippets for all the 8 queries and rank them close to the top of the result list in both modes.

Since the Satsy tool is not publicly available for download, we are not able to apply Satsy to the other 39 queries used in our experiments and study the actual results. Nevertheless, we manually analyzed the queries and the desired functionalities and determined that most likely Satsy, in its implementation as described in Stolee et al. (2016), cannot successfully resolve 27 of the queries: 21 queries concern data types like array and List, which are not supported by Satsy, while 6 other queries demand implementations involving loops or other language features not supported by Satsy. Table 7 lists the IDs of the queries that, according to our analysis, Satsy can or cannot resolve.

### 4.7. Threats to validity

We discuss in this section potential threats to the validity of our findings and how we mitigate them.

Threats to **construct validity** concerns whether the measures we use in the experiments reflect real-world situations. In this work, we measure the effectiveness of Quebio by looking at the number of returned methods that are correct implementations of the queries under consideration. While correct implementations of the desirable behaviors are the most useful for a user, different people may have different opinions regarding which methods are indeed correct, which imposes threats to the construct validity of our findings. To mitigate the threat, two of our authors manually checked the returned methods independently and only marked the methods as correct when a consensus on their correctness can be reached.

Threats to **internal validity** mainly have to do with the uncontrolled factors that may have influenced the experimental results. In our experiments, we devised the keywords and 10 examples to be used for finding matching methods in each query, while different choices of the keywords and examples may influence the methods returned by Quebio. In the future, we plan to alter the inputs and investigate to what extent those choices affect the quality of search results. Another threat to internal validity lies in the possible bugs in the implementation of Quebio and the scripts we prepare to run Quebio and to process the search results. To minimize the threat, we reviewed our implementation carefully and ran tests to make sure the tool and the scripts function as expected.

Threats to **external validity** concerns whether the experimental findings can generalize to other situations. One threat to external validity in this work is related to the representativeness of the subject queries examined in the experiments. All subject queries used in the experiments are gathered from StackOverflow—a popular Q&A platform for programmers—and queries derived from both popular questions and unpopular questions, i.e., questions with many or no answers, are used as the subjects, which helps to ensure that the queries reflect real questions programmers ask. Overall, Quebio proved to be effective in handling the queries. Another threat to external validity concerns the limited data types that Quebio supports in its current implementation. While Quebio has the ability to handle API calls in candidate methods, the availability and the complexity of logical formulas encoding those APIs’ semantics can present challenges to Quebio in achieving similar levels of effectiveness and efficiency on other queries. In the future, we plan to extend Quebio to support more data types and conduct more extensive experiments to investigate how such extension affects the performance of Quebio.

### 5. Related work

This work aims to help software developers search for and reuse code on the Internet. To support searching with functional semantics, we generate path constraints for a Java method via symbolic analysis. Our work is closely related to researches from three different areas: code search, symbolic execution, and specification generation.

#### 5.1. Code search

By treating source code just as texts, keyword-based code search can be easily conducted on systems like Google and Bing that implement general purpose information retrieval techniques and software project hosting websites like GitHub and SourceForge. Results from such searches, however, often have limited precision due to the gap between the concepts that the code manipulates and the terms used in natural language (NL) queries as keywords to refer to those concepts.

Various technique have been developed to fill this gap and to improve the search precision. Vinayakarao et al. (2017) devise the ANNE approach to generate NL annotations for source code lines based on the syntactic elements contained in those lines, while Zhang et al. Zhang et al. (2018) propose an approach to expand NL queries with semantically related API class names; Some other techniques exploit semantic information of the code to improve the precision of search results. Stolee’s paper (Sadowski et al., 2015) compares several semantics-based search engines for code, including Exemplar (McMillan et al., 2012), S6 (Reiss, 2009), CodeGenie (Lemos et al., 2007), and Sourcerer (Bajracharya et al., 2006).
These search engines use data-flow analysis, testing, and/or AST analysis to extract semantic information from source code and utilize it to guide the search. Li et al. (2016) propose the racs approach to find JavaScript code snippets that utilize existing frameworks to implement specific features. By mining API usage patterns in the form of method call relationship graphs and abstracting NL search queries to action relationship graphs, racs reduces the code search problem to a graph search problem; Example code fragments, instead of keywords in NL, have also been used to construct queries that can better guide the search. FaCOY (Kim et al., 2018) leverages Q&A posts from StackOverflow to build mappings between code snippets and questions. Given a code fragment as the user input, FaCOY first searches for similar code snippets and obtains their related questions. Then, it searches for similar questions and uses all related code snippets to generate an expanded code query. Finally, it searches for similar code fragments from GitHub using the expanded code queries. DvCLINK (Su et al., 2016) records instruction-level traces from the execution of some sample code, organizes the traces into instruction-level dynamic dependency graphs, and employs subgraph matching algorithms to detect code with similar behaviors.

With the development of deep learning, there have been attempts to use deep neural network for code search. For example, Gu et al. (2018) develop the CODEnn system that trains a deep neural network to embed a code snippet and its NL description into two similar vectors. The network is then used to retrieve code snippets related to an NL query according to their vectors. Zhao and Huang (2018) propose the DeepSim technique where the control flow and data flow of a piece of code is encoded into a semantic matrix and a deep learning model is developed to measure code functional similarity based on this representation. Nguyen et al. (2018) develop the D2Vnc neural network model to compute the vector representations for the APIs. The model maintains the global context of the current API topic under description and the local orders of words and APIs in the text phrases, which helps to capture the semantics of API documentation.

Based on the insight that code snippets returned for a query tend to serve as inspirations or triggers for further queries, Martie et al. (2017) build CodeExchange (CE) and CodeLikeThis (CLT) to support incremental code search. CE allows programmers to use characteristics to filter search results, while CLT enables programmers to find code that is analogous to the previous search results. Sivaraman et al. (2019) develop the alice interactive technique that searches for code with or without features specified in a query language. By adding or removing the specified features, users are able to refine a search easily in iterations. Instead of always returning existing code as search results, the SWIM technique (Raghothaman et al., 2016) developed by Raghothaman et al. combines code search and program synthesis to suggest code snippets for API-related NL queries. SWIM first searches for APIs relevant to the queries using a general-purpose search engine, and then finds code fragments corresponding to those APIs from GitHub. Next, it trains a probabilistic model to describe usage patterns from these APIs and code fragments, and uses the probabilistic model to synthesize an idiomatic piece of code to describe the usage of the APIs.

Our approach Quebio is closely related to Satsy (Stolee, 2013; Stolee et al., 2014; 2016), which pioneered the idea of using IO examples and SMT solver to find source code snippets with specific IO behaviors. Quebio advances the state-of-the-art of example-based code search by supporting more language features and more data types, which significantly enhances the applicability of the techniques. Quebio is also the first technique to integrate a customized keyword-based search with the example-based code search, so that the overall approach strikes a good balance between effectiveness and efficiency.

5.2. Symbolic execution

Symbolic execution (Clarke, 1976) is a program analysis technique that generates test data for a program automatically by solving its path constraints. A recent survey (Anand et al., 2013) points out that all existing symbolic execution tools such as KLEE (Cadar et al., 2008) and Symbolic JPF (Păsăreanu et al., 2008) suffer from three fundamental problems that limit their effectiveness on real-world software. The first problem is path explosion: A program may have such a large number of paths that it becomes impossible to enumerate those paths in a reasonable time. The second problem is path divergence: Some parts of a program may be in binary form or different programming languages, posing challenges to the symbolic executor in understanding the semantics of those parts and constructing the path conditions. The third problem is that many path constraints are too complex to solve. For example, it is difficult for existing constraint solvers like Z3 (de Moura and Bjørner, 2008) to solve complex constraints involving nonlinear operations.

Since Quebio employs an symbolic executor to encode the semantics of methods, naturally it is influenced by the same problems from which symbolic execution tools suffer. However, Quebio, however, remains a rather promising approach to example-based code search for two reasons. First, Quebio seldom needs to enumerate a large number of execution paths of a target method. On the one hand, compared with whole programs, methods are typically less complex and have fewer different execution paths; On the other hand, in example-based code search, users often resort to small examples that are easy to write and comprehend when constructing queries, and those small examples are typically processed by methods along short execution paths. As a result, while Quebio only extracts relatively short execution paths of methods via symbolic execution during the offline encoding phase, the paths are often enough to decide whether the IO examples are supported or not. Second, the problems of path divergence and constraint complexity become significantly more severe when the code to be symbolically executed contains invocations to other methods, while Quebio alleviates the problems by treating library APIs as blackboxes and incorporating their semantics by instantiating their specifications at the call site. In this way, Quebio greatly reduces the number of cases where it needs to symbolically execute code in other languages or produces complex constraints because of method inlining.

5.3. Specification generation

Various mechanisms have been developed in the past to specify the semantics of code. For example, the Java Modeling Language (JML) (Burdy et al., 2005; Chalin et al., 2006) can be used to specify assertions, pre- and postconditions, and invariants of Java classes and interfaces. Manually constructing the specifications, however, can be very tedious and time-consuming, specification generation therefore has attracted much attention among researchers in the past few years. Daikon (Ernst et al., 1999; Csallner et al., 2008) is a dynamic invariant inference technique, which generates pre- and postconditions of API methods by dynamically running them, collecting the execution traces, and using machine learning algorithms to analyze the traces. The inferred specifications, however, may overfit the executions analyzed during the inference and be incorrect. Zhai et al. (2016) propose a technique that analyzes the documentation written in natural language for API methods and constructs equivalent, but simpler, implementations in Java as executable specifications for the methods. When used in symbolic execution, the executable specifications can significantly simplify the constraints produced.
Quebio relies on the availability of specifications for library APIs to encode the semantics of target methods efficiently, and high quality specifications automatically generated by tools will enable Quebio to be applied to support a wider range of searches.

6. Conclusions

Code search plays an important role in modern software engineering. With the amount of source code available on the Internet increasing, semantics-based code search can help software developers retrieve and reuse existing code more effectively. In this paper, we present an approach to example-based search for Java methods. We encode the semantics of Java methods along various execution paths into constraints and leverage an SMT solver to check whether the expected IO behaviors are supported by the methods. Our approach advances the state-of-the-art in example-based code search and is able to handle more language features like method invocation and loop and more data types like array/List/Set, and Map; Our approach also integrates a customized keyword-based search to quickly prune out methods that are less likely matches, so that the overall search efficiency is improved. We conducted experiments on 47 queries based on real-world questions from programmers to evaluate our approach. The approach was able to find correct methods from a pool of 14,792 candidates for 43 of the queries, spending on average 219.2 seconds on each query. Such results suggest our approach is both effective and efficient.

References

Zhengzhao Chen is a graduate student in Department of Computer Science and Technology of Nanjing University. His research interests include software document processing and program analysis.
Renhe Jiang is a graduate student in Department of Computer Science and Technology of Nanjing University. His research interests include program analysis and mining software repositories.

Zejun Zhang is a graduate student in Department of Computer Science and Technology of Nanjing University. Her research interests include software document processing and program analysis.

Yu Pei is an assistant professor with the Hong Kong Polytechnic University. His research interests include automated program repair, automated testing, and mining software repositories.

Minxue Pan is an associate professor with the State Key Laboratory for Novel Software Technology and the Software-Institute of Nanjing University. He received his Ph.D. degree in computer science and technology from Nanjing University. His research interests include software design and verification, software testing and analysis, and mining software repositories.

Tian Zhang is an associate professor with the Nanjing University. He received his Ph.D. degree in Nanjing University. His research interests include model driven aspects of software engineering, with the aim of facilitating the rapid and reliable development and maintenance of both large and small software systems.

Xuandong Li received the BS, MS and PhD degrees from Nanjing University, China, in 1985, 1991 and 1994, respectively. He is a full professor in Department of Computer Science and Technology, Nanjing University. His research interests include formal support for design and analysis of reactive, distributed, real-time, hybrid, and cyber-physical systems, and software testing and verification.